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Question Number : 1 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

What is the secret of success of deep learning?

a. Vanishing gradient problem doesnot exist anvmore

b. Number of weights associated with the network have become in the order of
billions

c. Brute computing power using GPUs have become manifold

d. Machine intelligence has almost become equivalent to human intelligence

Options:
1.1



> 2
2.3
4. 4

Question Number : 2 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: O

When is the cell said to be fired?
a. Ifpotential ofthe cell bodvreaches a steady threshold value
b. Ifthere is impulse reaction

c. During upbeat of heart
d. None of the above

Options:
1.1
2.z
3.3
4. 4

Question Number : 3 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Who developed the first leaming machine in which connection strengths could be adapted
automatically?

a. McCulloch-pits

b. Marvin Minsky

c. Hopfield

d. Rosenblatt

Options:
1.1
2 2
3.3
4. 4

Question Number : 4 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Who proposed the first perceptron model in 19387
a. McCulloch-pits

b. Marvin Minsky
c. Hopfield
d. Rosenblatt

Options:
1.1
2 2
3.3
4 4

Question Number : 5 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: O



Negative sign of weight indicates?
a. Excitatory input
b. Inhibitory input
c. Can be either excitatorv or inhibitory as such

d. None ofthe Above

Options:
1.1
2.z
>3
4 4

Question Number : 6 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0
Competitive leaming net is used for?
a. Pattemn grouping
b. Pattem storage
c. Pattern grouping or storage
d. None of the above

Options:
1.1
2 2
332
4 4

Question Number : 7 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Which loss function out of the following is best for image classification (one class out of
manv) using deep neural network?

a. Categorical cross entropv
b. Mean squared error loss
c. Binary cross entropy
d. Hinge loss

Options:

1.1

Z 2

3=

4. 4

Question Number : 8 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: 0

The problem that a CNN with 50 layers performs worse than a CINN with 30 plavers on both
training and test data can be effectively resolved bv using

a. Regularization

b. Validation set

c. Resnet architecture
d. Softmax activation



Options:
1.1
2.2
332
4, 4

Question Number : 9 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

In Delta Rule formean squared error minimization, weights are adjusted proportional to

a. the changes in the output vector
b. the difference between desired output and actual output
c. the difference between input and output of the multi-lavered perceptron

d. None ofthe above

Options:
1.1

2.z
2.3
4. 4

Question Number : 10 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

What is a “hidden laver of a neural network?
a. The last layver of neurons, which is hidden from the inputs.
b. One ofthe middlelavers, which aren’t directlv connected to either inputs or outputs.
c. A group of neurons with zero weights, which have effectively hidden themselves
from the rest of the network.
d. A laver ofneurons that’sin control of tuming inputs on or off, which affects how
training is accomplished.

Options:
1.1
22
33
4. 4

Question Number : 11 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Given variables: (1) the present input; (ii) the previous cell state; (iii) the previous output; (iv)
the previous hidden state; the response of a traditional LSTM depends on:

a. (i).(i),(u)
b. (1).G1),G1).0v)
C. (1).3i).0v)
d. (1).G1m).(v)
Options:
1.1
2 2

3.3



4. 4

Question Number : 12 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Which of the following is correct regarding Gated Fecurrent Units (GRUs)?
a. It combines the forget and input gates into a single “update gate.”
b. Itmerges the cell state and hidden state

c. Ittakes the previous hidden state multiplied bv reset gate as an input.
d. All of these

Options:
1.1
2.2
332
4, 4

Question Number : 13 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Please mark the correct weight update law for RBM. Here, W stands for weights of
EBM., b stands for hidden unit bias vector of RBM, ¢ stands for visible laver bias
vector of RBM and 1 = 1 is the leaming rate.

a wW=w+ ?;(Fm(x':r})x':r} — JI[E'}:')E'}});b =b+ *.r;r[h(x':”) — .’L(E':r});c =c+
[x':r]' - f'ﬁr?]]
b. W=w-— ?;r(h[x':r})x':r:' — h[:fr*”)f':”);b =b+ ?,‘r[h{x':r}) — .’L[E':r:');c =c—
n{x(r} m f':r}:]j
c W=W+ Ty[h[x':r})x':r:' — II[:E(”)E':”);b =bh— T;r(h{x':r}) — .’L[E':r:');c =c+
?,'r{x':ﬂ - E':r]':]j
d w=w-— *.r;(h(x':r})x':r} — h[:fr*”)f':”);b =b— *.r,'r(h{x':r}) — .’L(E':r});c =c—
{xir} oy f':r‘.l]]
Options:
1.1
22
3 3
4 4

Question Number : 14 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: O

Which deep network was used forthe image classification for the first time in image-
net challenge?

a. VGG

b. Googlenet

c. ZFnet

d. Alexnet

Options:
1.1
2.2
332



4. 4

Question Number : 15 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: 0
Which deep network was used forthe image classification for the first time in image-net
challenge?
a. VGG
b. Googlenet
c. ZFnet
d. Alexnet
In the following figure, please mark the correct expression for the back-error
propagated for the 1%'laver
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Options:
1.1
2 2

2.3
4. 4

Question Number : 16 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: O
Adding a momentum rate in backpropagation algorithm helps in

Faster convergence tonearest local minimum
Avoids local minima

n oM

Ensures global convergence
d. Prevents over-fitting

Options:
1.1
2.2
332
4, 4



Question Number : 17 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

What is the output of the following Pvthon program?

1=10
while1 < 5:
print(i),
1+=1
if 1 =3
break
else:
print(0).
a. 001020
b. 00102
c. 90120
d. None ofthese
Options:
1.1
2.z
22
4.4

Question Number : 18 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: 0

What will be displaved by the following pvthon code?

def f(value,
values):
v=1
values[0] =44
t=3
v=|[1, 2, 3]
f(t.v)
print(t, v[0])

a (1.1
b. (1,44)
¢ (i)
d. (3,.44)

Options:

1.1

2.z

>3

4. 4

Question Number : 19 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0



The weight vector associated with a Kohonen lattice is updated as

w, =w, +t,h (x—w,)

The leaming rate is

a. A fixed value less than 1
t
b m,, =, (Lymas
I
c. Increasing monotonically with time
d. Alwayvs a negative value
Options:
1.1
2 2
3.3
4.4

Question Number : 20 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 Wrong Marks: O

The feed-forward network (FFN)is different from the feedback network as

a. FFN has no memory
b. FFNresponse is dvnamical in nature
c. FFN allows connection of a neuron to any one from any laver
d. FFN can become unstable
Options:
1.1
2 2
33
4.4

Question Number : 21 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Which of the following options is most appropriate for the network shown below?

a. Bavesian net, Boltzmann machine
b. Undirected graph, Boltzmann machine
c. Directed graph, restricted Boltzmann machine
d. Undirected graph, restricted Boltzmann machine
Options:
1.1
2 2

3.3



4. 4

Question Number : 22 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0
An RGB image of size 32x32 is the input to an 8x8 CNN laver of 16 conv filters with stride
2. What is the size of each filter (tensor)?

a. (8, 8, 16)
b. (16,16, 2)
c. (B85

d. (16,16 8)
Options:

1.1

22

33

4. 4

Question Number : 23 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

What does the Inception Net use to reduce the feature depth while preserving the spatial
dimensions of features?

Pooling
Feature concatenation
1x] convolutions

AN o R

Dropouts

Options:
1.1
2.z
3.3
4. 4

Question Number : 24 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 1 WrongMarks: 0

Fully connected lavers are not preferred in deep CINNs because
a. They are computationallv expensive

b. Thev consume more memory

c. They are incompatible with convolutional lavers

d. Thev have too many trainable parameters

Options:
1.1
2 2
3.3
4 4



Sub-Section Number: 2
Sub-Section 1d: 489994313
Question Shuffling Allowed : Yes

Question Number : 25 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

Write the denivative of ReLU activation function f with input x;, € R,¥vi = 0,1,...,N. Here,
exp(x)is exponential function and §(x) is the Dirac delta function

1

1
ltexpl—x;)
C.. X

d. .riﬁ,uﬁ(xjdx

a.
b.

Options:
1.1
2 2
332
4 4

Question Number : 26 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical
Correct Marks: 2 Wrong Marks: 0

Random variables x,,x, and x5 take discrete values in set {0,1}. Given p(x; = 1) = 3/4

00
p(x, =0) = 1/2: and x, is independent of x,. Use (x,x,) € I?é] andp(x,x,) =
11

0.125
p(x,,x3) = gggg to find the value of p(x; = 0,x, = 0,x; = 1)
0.250
a. 1/64
bh. 1/32
c: 332
d 1/16
Options:
1.1
2.2
3.3
4.4

Question Number : 27 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 WrongMarks: 0



Datais fitted to the following linear model
Aw = y, AeR"*™; yeR"; we R™

Given n << m,the minimum norm solution for the parameter vector w is
a. w=(ATA)ATy?
b. w=AT(4A71AT)y
c. w=AT(AA") Yy
d w=(ATA) 4Ty

Options:
1.1

2 2z
2.3
4. 4

Question Number : 28 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 WrongMarks: 0
In the following recurrent network, the activation functions are linear. The instantaneous cost
functionis E(t + 1) = = (xf(t+ 1) —x, (t+ 1]): T é{xf{t +1f—w it F lj)z.The

welght update equation for w,, is
24 il q 12

3

21
NOEBOEE
L

12

a. wy, & wp, F(xf(t+1) — x, (t+ l]ja’-r TPy n(xf(t+1) —x,(t +
dx., IH-J.} da,(t+1) dax, (t) E'.r ot} E'.r,.lt+l} s
1)) ——where, By W + wy, —I-x ,(t) an —aw:_:
E‘.rhlr} Ax.lt)
Was T + Wy Wy
Ax. |
b wip © wip +n(xf(t+1) — 2, (64 D)) TR 4 (e 4 1) —xa(t +
da, I'H-J.]I da,(t+1) dax, () E-'.r._._(r} dag(t+1) da,lt)
B, Thessy T F Wiz dw s e Bwe 2 Gy ®
.E!x:(r}
Waa T
a
. wyp & wyp Fnxd(t+1)—x,(t+ 1))M
dx, (t+1) = dac, () )
where, e Wy, T +wy,; i
E'x..-r+J.ju

d wp, ew, Fp(xf(t+1)—x,(t4 1))

where —ax;i_jl} = Wy, %_E:} + W, %
Options:
1.1
2.2
332

4. 4



Question Number : 29 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

A nonlinear function is given as v = x sinx ; 0 < x < 1. Representation of this function
using 1-I) KSOM based function approximation model consisting of three neurons whose
weights are (.25, 0.5 and 0.75 respectively is

W Eh}r (}F}r t+4, [x — W}r))

& zh,
Neighborhood function value is 1 for the winner and nearest neighbor is 0.25. The Jacobian
associated with each neuron are

a. ..-ﬁl}r = 0.06 at W= 0.25; A}, = 0.81 at W, = 0.5; f-l}, =0.9 at W, = 0.75
b. ..-ﬁl}r = 0.49 at W, = 0.25; A}, = 0.92 at W, = 0.5; f-l}, =1.2 at W, = 0.75
. ..-ﬁl}r = 0.06 at W= IZI.ES;A}, =0.24 at = 0.5; f-l}, = 0.5 at w, = 0.75
d. ..-ﬁl}r = 0,41 at W= 0.25; A}, =0.31 at W = 0:5; f-l}, = 2.1 at W= 0.75

Options:

1.1

z Z

33

4 4

Question Number : 30 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

The cost function to update the joint angle vector £ in kinematic control of a robot arm using
KSOM based network is

1 z 1 2
a. E=_| a5 —;E}, h, (E}, +A},[:1:D = w},)) s =Ek
_ 1 ut 1 2 i —
b E=_1A0°" —-X h AAMvI*s=Z1hk,
c. E==(y%—y)?
d E=-]y*—y I
Options:
1.1
22
3 3
4. 4

Question Number : 31 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0



In the following figure, the output of the last convolution laver is

5x5 conv 3x3 conv
5v 14
lﬁ;ffﬂ stride=2 stride=1
e : — :
5 padding=0 padding=>0
ssanpal 10 filters 10 filters
a. 15x15x10
b. 6x6x10
c. d=xdx10
d. None ofthe above
Options:
1.1
22
32 3
4 4

Question Number : 32 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: O

The memory requirement of the network given in Q31 is close to

a. 1800 x4 bytes
b. 1300 x 4 byvtes
c. 1200 x 4 bytes
d. 900 x 4 bvtes

Options:

1.1

Z 2

>3

4.4

Question Number : 33 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

Which of the following can be best used to reduce under fitting in a deep network?

a. Sigmoid non linearity at lower lavers
b. Auxiliary outputs at lower lavers
c. Max pooling at lower lavers
d. 1x1 conv at lower layers
Options:
1.1
22
3.3
4.4

Question Number : 34 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 WrongMarks: 0



The input to a convolutional laver with 11x11 filters with stride 1 is an image of size 15x15.
In order to preserve the size of the input in the output, a padding of size P along the border
can be used, where

a. P=2
b, P=3
c. P=d
d. P=5

Options:

1.1

2.2

332

4, 4

Question Number : 35 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

A 3-input neuron has weights 3, 6 and 9. The transfer function is linear with the constant of
proportionality being equal to 4. The inputs are 2. 3 and 5 respectivelv. The output will be:

a. 238
b 276
c. 119
d 123

Options:

1.1

22

332

4, 4

Question Number : 36 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

Inthe following pvthon code using a sequential model from keras library, what is the total
number of weights to be trained (including the biases)?

Model. Add (Dense (24, input dim= 100, activation="relu"))

Model. Add (Dense (2, activation="softmax'))

a. 2448
b, 2402
c. 2472
d. 2474

Options:

1.1

2.z

332

4 4

Question Number : 37 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0



What is the output of the following Pyvthon program?

Fori in range (4):

print(i+1),
if(i—1):
break
else:
print(i).
Forjinrange (1):
print('z'),
a 10=z2
b. 10z2=
c. lz2z
d. None of these
Options:
1.1
2.2
22
4.4

Question Number : 38 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

What will be displaved bv the following Python code?
class adden:
def init _(self. a):
self. a=a
def add (self, b):
selfa +=1
retum self. a+b
func=adden (4)
print (func. add (4))

a. 4
b. 5
c. 10
d 9

Options:

1.1

2 2

3.3

4 4

Question Number : 39 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0



Which of the following statements are correct?
Statement 1: LSTM and GRU both can capture long and short term dependencies.
Statement 2: LSTMs are faster to train than GRUs because the former involve lesser

parameters.

a. 1l only
b. 2 only
c. Both
d. None

Options:

1.1

22

33

4.4

Question Number : 40 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 WrongMarks: 0

Assume a 4 X 3 RBM and a training vector x'®, Assuming a random number generator

027 0.03
generates uniform random vectors U, = (0.62) u, = ggg . Using these random vectors
0.41 S |
in the same order for one iteration of training of a 4 x 3 RBM given the training vector x'®,
1
Assume initial weights and biases are zero vectors. Given ' = 2 . The reconstructed
0

||I|r|_£=.rI||5

hidden activation h [E(ﬂ') and the reconstruction error are given by

0.5
a. | 0.5 |and 0.5 sq units
0.5
0.5
b. 1 |and 1 sq units
0.5
1
o 0.5) and 1.5 sq units
1
0.5
d. 1 | and 2 sq units
1
Options:
1.1
2 2
3.3
4.4

Question Number : 41 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical



Correct Marks: 2 WrongMarks: 0

A convolution laver has 200 3x3 filters with no padding and stride size=1_ Its input size is

30x30x10. What is the approximate computational complexity (number of multiplication
operations) of this layver? (here M=1,000,000)

a. 16 M
b. 14 M
c. 6 M
d 2M

Options:

1.1

2.z

>3

4 4

Question Number : 42 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 Wrong Marks: 0

While evaluating a NN model for disease detection (binarv classification) in a plant, it is
found that out of 20 diseased samples, it correctly detects onlv 10 of them, and out of 100
healthy samples, it wronglv detects > as diseased. What is the precision of the model?

95.0%
66.7%
87.5%
50.0%

oo

Options:
1.1
2 2
3.3
4 4

Question Number : 43 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 WrongMarks: 0
For the following system:
x=y
= ' 1 5 1 ¥ 2
Taking the Lyapunov function V(x,y) = ~kx* + -y~. the system is

Stable
Asvmptotically stable
Unstable

None of the above

D ow

Options:
1.1
2.z
>3
4 4



Question Number : 44 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 2 WrongMarks: 0

A CNN laver has ten FxF conv filters with stride 1 and padding > along the border. Its input
and output both have size (28, 28, 10). What is the value of F?

Lo o
Pt = LA =

1
8
Options:
1.1
2.2
3.3
4 4

Sub-Section Number: 3
Sub-Section Id: 489994314
Question Shuffling Allowed : Yes

Question Number : 45 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 4 WrongMarks: 0

The following figure is a two lavered network whose hidden neurons are sigmoid ally
activated while the output neuron is linear i_.e. output is summation of all inputs to this
neuron. The input to the neuron x is not known but the output is ¥ = 1.5. You need to search
the input space starting with x = 0.5 using gradient descent algorithm. Take n = 1;

x(t+1)=x(t)-m %: E = IEU’J -y’

J
0.5~ .33

-"H.\_\_\_
e
X <ﬂ5 s =2 - ¥
94 x‘ /-g

The value of x after two iterations is

a. 0.62
b. 104
c. 0.02
d 0.25

Options:

1.1

2 2

3.3

4. 4



Question Number : 46 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 4 WrongMarks: 0
: ; T E+1 : o x. (t :
A process is described by L’iEf'F lgl] = [ﬂﬂﬁ ﬂé] L;gtﬂ + ['ﬂ 1 where matrix param eters
are unknown. Weights are updated using real-time recurrent leaming. Take u(0) = x,(0) =
x,(0) = 0.5 and n = 1. Assume initial parameter values to be

0.2 -06
w, = |

¥ 0 05

parameter values after one iteration are

] W, = [[:]1]_ Assume initial values of gradients to be zeros. The

r—0.2 —0.6 0
e =0y
T T s gas)Tz Tlopas
r 0.2 0.6 0
b - Ji= 34
1 1—025 —0.251" 2 0.35
—0.2 0.6 0
- <[ 2]
& W e nas)iTe T Lpas
r0.2 —0.6 0
@ w - Jiw < [,5]
1 1025 0.25 : 0.35
Options:
1.1
R
3 3
4 4

Question Number : 47 Question Type: MCQ Option Shuffling : No Display Question Number : Yes Single Line Question Option :
No Option Orientation : Vertical

Correct Marks: 4 Wrong Marks: O



Consider a (4 X 3 X 2) Deep Neural Network and a training vector v, = [1010]

0.27
Assume a random number generator generates uniform random vectors U, = (D.EE)

0.41
0.03
u, = ggg . Use these random vectors in the same order for one iteration of training of a
0.29

(4 x 3RBM)using v, = [1 0 10]. The weights and biases of the 4 X 3 RBM afier one
iteration assuming initial weights and biases are zero vectors are [Use leaming rate y = 1l in
the update rule]

0 0 05 —05 01 0
a w=[0o 01 os —0.5),b= 0.1),c= ?
0 0 —05 05 0.1 E
0 0 05 —05 0 0
b. w=(0 0 05 —05)b=[0)c=|?
B %05 -5 0 3
E B 0 ':"f'
e W= —0.5 0 o).b=(0]ec=(7?
05 g 0 0 i
0 —05 01 0
d w=|[o n.1 —05),b= 01 ),c= ['f
0 —05 05 0.1 !
Options:
1.1
o 2
3.3
4. 4
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The forward kinematics of a two-link planar robot is given as
x =1 cos +/,cos(®, +0,)
y=1IsinB, +1,sin(B +0,)

where €, 6, are link 1 and 2 angles as shown in the figure.

¥ The comresponding inverse kinematics is learned

using a 2-D KSOM based network of a lattice
sizel10x10 . For every KSOM neuron, the
associated linear model is:

) =0, +A,(u—w,)

=
where u =[ j| w. is the cluster center of the A"
'LI

neuron. Given [, =1

o
=

] 0.5
Aftertraining, u = |t1j| = [l Dj| is presented to the

¥

network to find out the corresponding joint angle veltor & = [ :| The winning neuron

ey
i

42
cluster center for this inputis w, = L]-g_}:|. Ideal values for &, ; A, associated with this

-

winning neuron are

_ro10y, 4 _ —092 —-0.82

2. 6;, = (Ga)id = 0.42 —0.58)
e g (O, DD

b. 6;, = [:,us )“'q o (0.42 0.99)

c. E‘:{w = [5.55):}1 L (—D.BE —[l.?[l)

0.82 056 —0.44
—092 —-0.10
d 8, = (%), 4=
A [:.Ds) (—0.42 —0.9‘5‘)
Options:
1.1
2.2
3=
4 4
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A mobile robot with single Sonar while avoiding an obstacle recorded following data. Please
note that the robot either goes straight or tums based on the sonar readings which are
estimates of the distance of the obstacle up-front. When both velocities are equal, the robot
moves straight while unequal velocities lead to left or right turn.

Sonar S Left Wheel Velocity. v, Right Wheel Velocity, v,
40cm Scm/sec Scm/sec
20cm dem/sec Ocm/sec

A radial basis function network is designed that can mimic this behavior where sonar datais
input and velocities are output. Take two centers as 0.4 m, and 0.2 m. The radial function is

given as e * /% where ¢ = 0.2 for both the centers. There is a bias at the output node. The
parameters w,, w,and bias & for predicting right wheel velocity are

a. w; =7.18,w, =—2.97 and bias 8§ = 2.62
b. w; =11.56,w, = —8.76 and bias 8 = 1.75
c. w;, =11.41,w, =—892and bias 8 = 1.0
d. w;, =12.0,w, = —8.3 and bias 8 = 2.0

Options:

1.1

2 2

3.3

4. 4
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The traveling salesman problem (TSP) asks the following question: Given a list of cities and
the distances between each pair of cities, what is the shortest possible route that visits each
citv exactly once and retumns to the origin city? This problem can be solved using a Kohonen
SOM 1-d lattice. Given following five city problem:

City X coordinate Y Coordinate
A 50 250

B 30 30

£ 200 200

D 100 60

E g0 150

Select a 1-d lattice with five neurons with weights (30, 20), (20,30), (0,0). (40.60) and (60.40)
respectively. Obviously neuron 2 and 5 are neighbours of neuron 1 while neuron 4 and 1 are
neighbours of neuron 3. On convergence, each neuron will represent one citv coordinate
while TS will travel from neuron 1 to neuron 3 via neurons 2, 3 and 4 respectively before
retuming to the city represented by neuron 1. All neurons participate in weight update.
Distance measures for the winning neuron, 1st immediate neighbour, and 2nd immediate
neighbour are 1. 0.3 and 0.1 respectivelv. Leaming rate is fixed at 1.0. Updated weights of
neurons as the first city coordinates are presented to this lattice

a. w, =(50,250),w, = (30,30),w; = (200,200),w, = (100,60),w; = (80,150)
b. w; =(30,20),w, = (20,30),wy; = (0,0),w, = (40,60),w. = (60,40)
c. w; =(40,135),w, =(23,52),w; = (5,25),w, = (45,205),w; = (50,250)
d. w, =(32,43),w, = (23,52),w,; = (25,125),w, = (50,250),w. = (55,145)
Options:
1.1
22
332
4, 4
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The fully connected output laver of a classification network has 3 neurons. It is trained using
the loss function £ = —}t.logv; . fori = 0,1,2. If we denote its input as x, with k indexing

]
the input nodes. and its output as v; = soffmeax(h,). where h, = Yw,, x, and w,; are neuron
k

weights. For a sample, having { = 1 as the true output, the gradient of the loss function with
respect to the weight w,, will be

a 0

b axpihglxy
Zjexp(hyl

i axpih, hxy
Zjexp(hy)

1 gxpihglexpih,)xy
X jexpihj))

Options:
1.1
2.z
3.3
4. 4
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The effective receptive field of a stack of L lavers of FxF convolution filters, with stride S (<
F) at each laver, is same as that of one MxM convolutional laver. Here, M is given by

a. M=FS¥'4+ (F—5)(1+5+...+5%%)
b. M=FSst 14+ (F—S)(L—1)
c. M=FS*+(F-1)(L-1)
d. None of the above
Options:
1.1
2.2
3 3
4.4
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For the following CINN, the values of the input and the filter are specified. The final output
will be:

2x2 conv 2x2 average
[nput " Filters=1 . pooling
3x3x2 Stride=1 Stride=1
Padding=>0 Padding=>0
010
14073 01
097 20
100 P2
030 3 4
205
a. [21.75]
b.. [7.5.14.25]
c. [10.875]
d. [15.0, 14.25]
Options:
1.1
22
3.3

4. 4



